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Chapter 4:
“Agent-Based 
Models of 
Science”



Gilbert, N. (1997).
A simulation of the structure 

of academic science.
Sociological Research Online, 2(2).



Lotka’s Law

● The number of authors making n 
contributions is about 1/n² of 
those making one contribution.



A first, simple model

1. Select a random number from a uniform 
distribution from 0 to 1. If this number is less 
than α, give the publication to a new (i.e. 
previously unpublished) author.

2. If the publication is not from a new author, select 
a paper randomly from those previously 
published and give the new publication the same 
author as the one so selected.





A more complex model

● Every paper contains a kene: a string of bits, 
optionally mapped to a 2D space

● At each time step, every existing paper has a small 
constant probability of reproducing itself

● Author is assigned like in previous model
● Paper has references, chosen at random from 

“neighboring” kenes, that “pull” it in their 
direction







Naveh, I., & Sun, R. (2006).
A cognitively based 

simulation of academic 
science.

Computational & Mathematical Organization Theory, 
12(4), 313–337.



Ideas are not created equals

● Differences in “clarity, insightfulness, empirical 
evidence, theoretical results, application 
potential.”
– “Communal functions” vs. “subjective functions”

● Two tasks for the agents:
– choosing the focal idea
– choosing the pull ideas.



CLARION Cognitive Architecture





“We put more distance between mechanisms and 
outcomes, which makes it harder to obtain a 
match with the human data. Thus, the fact that 
we were able to match the human data shows the 
power of our cognitive agent-based approach 
compared to traditional methods of simulation.” 
(p. 325)



Edmonds, B. (2007).
Artificial Science: A 

Simulation to Study the 
Social Processes of Science.
In Social Simulation: Technologies, Advances and New 

Discoveries (pp. 61–67).







Weisberg M. & Muldoon, R. (2009). 
Epistemic landscapes and the 

division of cognitive labor.
Philosophy of Science, 76(2), 225-252.





Distribution of cognitive labor
● Controls

…are basically “hill climbers”: they set a direction and move 
forward as long as they get better results. If they get worse 
results, they backtrack and change direction. 

● Followers
…look around them to see if previous agents have found better 

approaches in their neighborhood and move there if there are. If 
not, they will look for unvisited place or choose at random.

● Mavericks
…first look for unvisited spots. Only if there are none will they 

move at the best visited place in their neighborhood.



Follower Dynamics







Grim, P. (2009).
Threshold phenomena in 

epistemic networks.
In Complex Adaptive Systems and the Threshold Effect: 

Views from the Natural and Social Sciences.



Social structure matters

“How does an individual figure out the structure 
of the world? The truth is that no individual does. 
It is cultures and communities that plumb the 
structure of reality; individuals figure out the 
structure of the world only as they participate in 
the epistemic networks in which they are 
embedded.”



Some landscapes are harder than others



Network structure performance
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Modelling Science with NetLogo

Three New Extensions
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Networks Landscapes

Best
(Random)

Worst
(Pref. attachment)

Easiest
(Euclidian)

Hardest
(F3)



  

Get the model at:
https://github.com/nicolaspayette/sspos

https://github.com/nicolaspayette/sspos
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