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Abstract. This paper determines the complexity of a constraint model-based
proof of the envelope of a tendency in the dynamics of a MultiAgent-based
Simulation model. The proof is performed via a constraint model-based
exploration of simulation trgectories using forward inference, by means of
which a whole fragment of the simulation model theory is investigated. Such
exploration alows for al simulation trgectories defined by a range of
parameters of the model and arange of choices of the agents. The paper verifies
that the sarch is coNP-complete

1Introduction

There is a need for studying and proving (emergent) tendencies in the simulation of
social systems (including smulation of organizations). This need has been especidly
remarkable in those works related with eaborating or testing theories [1, 4, 6]. Such a
need has not been saisfied by traditional approaches for exploring the dynamics of
simulation models, such as Scenario Anadlysis and the Monte Carlo method. Neither
of these agpproaches performs exhaugtive explorations of simulation trgectories in
subspaces of the simulation theory. The explored trgectories are chosen, in the first
case, by a domain expert, and in the second case, randomly. Owing to these facts,
those gpproaches cannot be used for proving tendencies in the dynamics of a
simulation modd - the dlowed conclusons are vdid ether according to the expertise
of adomain expert or setigticdly.

As an dternative to these traditiond methods, in previous papers [810] a
hierarchy of computational architectures for searching for and proving tendencies in
a Multi Agent Systembased (MABS) smulation model has been proposed. The first
achitecture, that a the higher level, consss of the MABS modd where tendencies
will be searched for by the moddler. After a tendency is found, a a second
architectural level, a condraint logic model! proof of the envelope of the simulation
trgjectory is proposed. In those papers, a computational technique for doing this proof

1 The term ‘logical model’ means model in the logical sense, which is different to the idea of
model in modeling and simulation theory. In the terminology used in this paper, a logical
model corresponds to a simulation trajectory.



efficiently is implemented and illudrate by usng an example And, a a third
architecturd level, a more generd proof of the envelope of the found tendency would
be implemented by exploring a wider fragment of the smulaion theory by usng a
syntactic driven search. As explained better in [10], this research contributes in
bringing closer the smulation and the logic programming communities.

The present paper examines the computational complexity of the procedure
implemented in the second architectural levd. Firgt, in the second section, simulation
theory formaisms are given. Then, in section three, the idea of envelope is reviewed.
Aftewards, in the fourth section, the logic-based exploration of sSmulation
trgectories implemented for proving the envelope of tendencies in dmulation modes
is described. Then, in the fifth section, the computationd complexity of such
exploration is established. And findly, in section six, some conclusions are drawn.

2 Smulation Theory

2.1 Formal Representation of a System (according to Zeigler [13-15])

The idea is to provide a forma description of a target system or of a mode of it
Origindly, Zeigler's [15] basic formalism is intended to describe Smulation models
whose dructure is fixed, which are common in modeling and Smulation of industria
systems, for instance, of queue systems. These ideas can be easily extended to MABS
models.

Aspects of Zeigler's formalism are represented in Fgure 1. The situation is shown
for two smulation (time) steps from the former time, to the latter time,. An input
vdue x, an output value y, an internd state g a each time step, and the trandtion
from the first time step to the next one, are illustrated. The output is a function
defined by a modeller or by an obsarver. The domain of the output function is the
internd state of the system. It is supposed that there is a function | generating the
output y from the state of the system ¢, and a function d defining the new dtate of the
system q,, as a function of a previous state g; and the input x.,. Time is consdered as
an independent variable.
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Figure 1. Basc notions in Zegler's formaism: input values x, %; system states q,
0y; output values y,, y,. output function | ; and transition functiond



More formdly, Zeigler's notation for a sysem Sis S=<T, X, WQ,Y,d | >.
Where
T: Timebase (T= Redsor T= Integers).
X Input value set (each input is a sequence of values)
W: Input segment set, subset of (X, T), W={w/w. <0, t >® XtT T}.
Q: State set.
d Statetrangtion function. d Q xW ® Q.

| : Output function,| : Q® Y.
Y: Output value set. (there should exist a set of output segments{r /r: <0, t > ® Y,
tT T}

Theset < T, X, W, Q, Y, d | >iscaled the system gructure. The subset < X, W, Q,
Y > gives the datic dructure and the rest of the specification, d and |, the dynamic
structure The dynamic gructure condgts of the laws for changing the gdate of the
modd (usudly having time as the independet variable). Notice that there are no laws
of change either for the datic or for the dynamic structure, that is, this specification
does not consider systems with variable structure.

2.2 Zeigler's Levels of System Specification

The idea is to have a hierarchy of descriptions of systems by increasing levels of
daboration in the sense that the higher the level, the more detall the system
specification offers. This is helpful, for instance, for comparing mode descriptions
and for determining the degree of specification amode has.

Level O Observation Frame S=< T, X, Y >. The sets of inputs K), outputs (Y),
and the time base (T) ae distinguished but it is not known how the two first
interrelate.

Levd 1: Input/Output (I/O) Relation Observation (IORO), S= < T, X, W Y, R>, (R
[ W 7 (YT, where wr) T R® (implies) (dom(w) = dom (r )). W isthe set of
inputs and R is a relation between the input and output sets. Still, it is not possible to
differentiate among the different outputs associated with oneinput and vice versa.

Levedl 2: 1/O Function Observation (IOFO), S= < T, X, WY, F > (f1 F®
(implie) f T W~ (Y.T) isafunction, and if f = (wr)then dom (w) = dom ¢ )). At
this level, there is a function from the input to the output set which permits to
differentiate among the different outputs associated with an input. According to
Zeigler's theory, this is granted by the knowledge of the initid dtate. Still, there is no
knowledge about the gates of the system along time (apart from theinitia state).

Levd 3: I/O Sygem Specification, S=< T, X, W, Q, Y, d | >. At this stage, the
state set (Q), the transition ¢) and output () functions are also known. Nevertheless,
thereisno digtinction of the components of a system.

Levd 4 Multicomponent Sysem Specification. Each component is defined as a
subsystem and how components work together is indicated. At this level, Zeigler
presents  two  dightly  different  specifications  the  nonmodular  coupled
multicomponent syssem and the modular coupled network of systems. The difference
between this two specifications is put in the following terms by Zeigler et al. [13, pp.
125]: “Whereas in networks of system specification individuad component systems
ae coupled by connecting ther input and output interfaces in a modular way,
components of [nonmodular] multicomponent systems influence each other directly
through their dtate transition functions’. Thus, the difference is only in the way the
interaction among subsystems is defined: via an inteface and in a modular way in a

[¢8]



network of system specification, or directly by their state transition functions in a
nonmodular way in a nonmodular multicomponent system specification. Both cases
are useful to describe Multi-Agent Systems (MAS). In particular, the description of a
nonmodular coupled multicomponent system can be summarised asfollows

MS (a multicomponent system) = < T, X, W, Y, D, {Mg} >. Whee T, X, WY,
are as defined above. D is the set of component references, and, the set {My} givesthe
specification for each din D. Fordl d1 D: My= < Q;, E ., Iy, ¢y, |4 >, isa
component, where:

Qqisthe set of states of the componentd,

Eyl Disthe set of componentsinfluencing d,

I41 D isthe set of componentsinfluenced by d,

d, :ﬁ'I Q W® jT,E Q; isthestate transition function of d,

d

d

Iy :ﬁ'lin " W® Y istheoutput function of d

23 MAS-based Simulation

A MAS consgs bascdly of a hierarchy of agents. Each agent can Ie described as a
sysem by using Zeigler's formdism: agents without sub-agents will be described a
levd 3 while containers will be described a levd 4. In generd, a multicomponent
system specification is useful to describe any MABS model.

A sort of dhange dlowed in MAS but no explicitty consdered in Zeigler's
formaism is dructurd change. Structurd change happens, for instance, when agents
ae diminated or when new agents are introduced in a sSmuldion trgectory. For this
to happen, laws of structurd change should be given, eg., conditions for introducing
a new agent, as well as specifications about the structure and initid state of the new
agent, and about how it will interact with other agents. Structura change brings in
changes at the sydem specification at levdl 4 in a smulation trgectory. Formaisms
for smulationsinvolving structural change are presented by Barros[2-3).

3 Enveloping Tendencies in a Smulation Mode

The idea is to enclose or encirde in some sense severd ingtances of the smulation
output as an dternative to Satisticd summaries. An envelope will be, in some sense, a
contour of severa ingtances of the smulation output. It does not seem convenient to
use the srong concept of envelope managed in mathematics. Rather, an envelope will
be chosen conddering the tradeoff between practicad usefulness (for a modeller) and
precision.

By precison we mean how close the concept is to the ideal mathematical notion of
a tangent curvelsurface. For example, in mathematics given a family of functions
(which might correspond to severd runs of a smulaion output Y, got, for example by
varying some parameters), let us say y(t), j =12, ..k, an envelope of this family will
be a curve E being tangent a each point to a member d that family (let us say it is
tangentto y at (¢, y (). Obvioudy, in smulation only as a casudty the instances of
a smulation output could conform a family of curves having such a kind of tangent -
s0 we have to use amore relaxed concept of envelope.

Consder the case of enveoping a single smulation output, Y. Each trgectory will
generate a sequence of red values over time Y. Calling y; the output value at time
instant i for trgectory j, an envelope might consst of two sequences of vaues over



time: Eypper @d Boper, Which in some sense cover dl trgectories. The value of Ejpper &t
time ingtant i must be greaster than or equa to y; for dl j, and Bowe a time instant i
must be lower than or equa to y; for dl j. That is, the envelope would be given by two
sequences of values over time, where for each time ingant al vaues generated by the
smulation trgectories are enclosed by the two vaues given by these two vaue sets.
More precisdly, if the outputs y; are given for the smulation trgectories j = 1,...k
and for the time ingtants t; = 12..1, then the envelope of interest a t; might be
defined by thetwo values: Eype i = MaX; (V) ad Bgye . j =min;(yyp.

Alternatively, first an approximating function, f, for the output value set Y that each
trgjectory generates might be daborated; then, the ingtances of these functions (one
function for each trgjectory) might be enveloped.

To illugtrate the practical use of andysing the smulation outputs by enveloping the
output think about the simulation of a chaotic system, where the envelope might help
in defining the area where a chaotic attractor is placed.

4 Proving Tendencies Via a Model-based Exploration of Smulation
Trajectoriesin a MAS-based Simulation M odel

4.1 L ogical Modd -Constrained Exploration of Simulation Trajectories

A dmulation — eg.,, an event-driven, a finite differences, or a MABS - can be seen as
a partia logicd mode defined by the sequence of states (of the set Q, in Zegler's
formdism) generated by the transition function d for a system in the third or fourth
level of specification defined in Zegle's formdism. Usudly, in a trgectory only a
patid st of dl the facts of the logicd modd corresponding to the trgectory are
explicitly generated. This partid set conssts of those facts that are relevant, either
because they are required for the moddler as outputs or because they are necessary to
generate the dmulation trandtion states. The remaining facts (dthough knowable) are
left as unknown.

There are diffarent methods to specify a theory in a language. One method
commonly employed in logic condgs in usng a st of formulas of the language to
represent the axioms of the theory. In a dedlarative program a smulation modd is
specified via a daabase, a rulebase (which defines the trangition function) and the
underlying logic of the program. Potential trajectories are defined via non-
determinigtic factors of the smulation. These factors are usudly represented by the
parameters of the model and the choices of the processes.

The interest in this paper is in exploring the smulation trgectories corresponding
to a range of paameters of the modd and choices of the agents The transtion
function, d, ether for each agent (or other simulation process) or for the whaole
smulation modd is nondeterminitic.

The idea in previous sudies [810] has been to andyse the emergence of
tendendes in a smulation by exploring a subspace of the space of trgectories. For
this exploration, a logicd modd-based condraint search was implemented where
condraints standed for sdected parameters and choices. The exploration dlows a
modeller to explore that fragment of the smulation theory defined by the sdected
range of paamees and choices (see Figure 2). Consequently, the resulting
conclusons and proofs will be valid over that fragment of the theory and, under
appropriate judtifications, they could be extrgpolated to the whole smulation theory
or to acorresponding rea mode.

[8;]
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Figure 2 Theory given by smulation trgjectories

4.2 ogical Mode Exploration for Proving the Necessity of a Tendency

The idea is to generdise about tendencies going from the observation of individua
trgectories to observation of a group of trgectories generated for certain parameters
and choices. In particular, it is intended to know if a certain tendency is necessary or
contingent in the explored trgectories We understand a smulation trgjectory as a
logicd modd embedded in a dmulation program (a ‘possble world in semantic
teems) and involving trgectories of entities (eg., agents) insde the smulation and,
hence, different from trgectories of these entities. It is a cross-product of all settings
of the gructure of the smulation mode and al processes (eg., agents choices) into
one path through a high-dimensiona space (see Figure 3).
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Figure 3. Representation of a smulation theory in terms of the smulation trgjectories, and
of thesein terms of agents' chaces (for asingle parameter-setting and two agents)



As sad above, the trandtion function of an agent, other process, or the whole
smulation modd is nondeterministic as the sSmulaion modd can assume dternative
parameters and as the agents and/or process can select adternative choices.

The character of the search in our models has been predominantly logicad modd,
condraint, forward-chaining, and clausd ordered. A logical mode is generated for
each combination of parameters and choices and for a finite iteration number, n.
Given a combination of parameters and choices a determinidic trangition function
may be defined to generate the logicd mode by iterating from the initid sate until
the iteration number, n, isreached.

In the suggested exploration, firs, each combination of parameters provides a
different dructure of the sSmulation modd (see Figure 4). Following, ‘paths
representing trgjectories are generated for each dtructure. Then, while the sSimulation
is going on, choices produce branch points where dternative settings for each choice
turn out into adifferent smulation trgjectory.
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Figure 4. A modd congtraint-based exploration of the dynamics of asmulation modd



This exhaugtive constraint-based search over a range of possble trgectories makes
it posshle to establish the necessity of postulated emergent tendencies. Following a
procedure similar to that used in theorem-proving [5,12], a subset of the possible
smulation parameterizetions, agent choices and iteration number is specified, the
target emergent tendencies are prearranged in the form of negative condraints, and an
automatic search over the possible trgjectoriesis performed.

Tendencies are shown to be necessary for the finite number of iterations n, with
repect to the range of parameterisations and non-deterministic choices, by first
finding a possible trgectory without the negative congraint to show the rules are
consstent and then showing that al possble trajectories violate the negaion of the
hypothetica tendency when this is added as a further condraint. This is equivdent to
showing that al possible tendencies obey the positive form of the congraint, i.e, that
the pogitive form is true for dl tendencies.

5 Determining the Complexity of a Congraint Mode-based Proof
of the Envelope of a Tendency

The aim of this section is to demonstrate that the exploration of trgjectories proposed
in the previous section gpplied over an infinite (theoretically) number of iterations is
coNP-complete. To make clearer the exposition, the simulation exploration
subject of this paper will be called the target problem. Asis usud for this sort
of verification, two steps are followed:

First, it will be proved that the target problem is in coNP by expressing it as a
binary tree of depth n.

Second, it will be proved that the problem is dso coNP-complete by trandating the
validity (of Boolean expressons) problem, a typica coNP-conplete problem, into the
target problem.

For thefirst part of the proof the aim is to form a Boolean quantified expression:

X X" X3 X X " Xon " Xoq (F) (1)
where F is the formula to be evauated over the varidbles X X,, and n is the number
of iterations.

The determinigic pat in the date trandtion of the simulation will be caled
environment's actions, and it will be assumed that it corresponds to the impair
vaiables in (1). It captures changes not associsted with agents choices — and
basically that part of the smulation where “agents are placed”’. Consequently, there is
only one dternaive action for the impair vaiabes?. The even variables correspond to
the agents choices (which are going to be cdled agents actions). More precisely, for
iteration i, i = 1, 2, ..., n there are two subsets of variables: {x,;.1} and {x;}, where
{Xi.1} is used to represent the environment actiors and {x»;} Stands for the agent's
actions. Thus, a whole smulation pah or smulation trajectory is represented by a
concatenation of branches, where each branch corresponds to a unique assgnment of
valuesto each variable in the whole set {x}.

Finaly, F will be the question: whether the searched tendency hes occurred in a
smulation trgectory. The whole expresson (1) is true if for al possible assignments
of vaues to the vaiables the tendency occurs. As each particular assgnment of
vaues to the whole set of quantified variables corresponds to a smulation trgjectory,

2 Environment's actions are assumed deterministic. The results of this paper are easily
extendible to the case where the environment’ s actions are non-deterministic.



the proof is successful if this expression is valid for # possble vaues the quantified
varidbles can takel (e.g., for dl possble agents choicesd).

To check if the proof is successful, a Boolean circuit, where an AND gate stands
for the" quantifier, is written (see Figure 5). A ledf in this circuit is evauated to
true if the tendency is found in the corresponding sSmulation path and to false
otherwise. The whole circuit will be true if and only if the tendency appears in dl
simulation paths. Hence, the proof is successful if and only if the circuit is true (eg.,
thetendency isfound in al paths).

These two expressons of the problem (tha is, the Boolean circuit shown in figure
5 and the expression of eguation (1)) are sufficient to prove that the target problem is
coNP.

The next task is to prove that the problem is coNP-complete. It is easy to see the
similarities between the target problem and the validity of a Boolean expresson. A
Boolean expresson is an expresson: (@) x where x is a Boolesn varigble (varidble
that takes the vdues True and Fase), (b) Of where @ is the logical not and f is a
Boolean expression ¢) f, U f,, wheref,and f, are Boolean expressions and U is the
logicdl symbol or (d) f,U f,, where f;and f, are Boolesn expressons and Uis the
logicd symbol and. Vaidity of a Boolean expresson f, consists in determining

AND (gate)
(Initial State)

<t—— Deterministic environment
transition

Nondeterministic Agents
choices

v N

true, if tendency
occurs  in this Ledt K
simulation path;
false, otherwise

Figure 5. Boolean circuit for the target problem

3 And, for all environment’s actions, in case of a nondeterministic environment.

o



whether the Booleen expresson f is vdid wunder dl truth assignments
(interpretations). If fis not a valid formula, it can be disqudified by exhibiting a truth
assignment that does not satisfy it.

We may evduate a Boolean expression by using a Boolean circuit amilar to that
given in figure 5 (see figure 6). A firg varidble is chosen from the Boolean expression
f and represented by the firg node, and then two branches are generated from this
node: one the case the variade is given the false vdue and the other for the casethe
vaidble is given the true vadue. Then a node is aggregated to each of these branches
representing a second sdected vaidble, and two branches from each of these new
nodes will represent the true and false vdue assgnments to this second varigble.
Imagine that this procedure is continued until al variables in the expresson f ae
conddered. A ledf of this tree (e, a path) will be evduated to true if the Boolean
expresson f is true for the particular (an unique) vaue assignments the varidbles
have in that path of the Boolean tree. Consequently, the expresson f is vdid iff dl
leaves of the Boolean tree have been evaluated to true.

Initial State
<— Deterministic environment transition
v (the state of the system is nat changed)
z: first variable of f

Nondeterministic Agents' choices
of T (True) and F (False)

Deterministic environment trangition
(the state of the system is not changed)

A 4 \ 4
2 second variable of f Z, second variable of f

= z—=F Z= =F
2 $ 2 % Nondeterministic Agents
choicesof Trueand False

/ M

Ledf Lis Led 2'is

true, if t f i true, if t T is true
true for the for the assgnment
assgnment of of vdues to the
vdues to the | - vaiables in this
varigbles in this path;

path; false, otherwise
false, otherwise

Figure 6. Boolean circuit for the validity problem

10



Thistree corresponds to atarget problem, where:

a The number of iterations, n, corresponds to the number of variables in the
Boolesnexpresson f,

b. The environment decisons are not consdered (do not dhange the date of the
system),

c. The agents have only two nondeterministic choices true or fadse (corresponding
to the two possibleassgnment of vaues a Boolean variable canbe given),

d. The question: is the Boolesn expression f true for the assignment of vaues the
vaiables hold in a certain path?, corresponds (in the trandation of the vdidity
problem into the target problem) to the question: does the tendency appearsin
the corresponding path where agents take decisons in accordance to the
assgnment of valuesto the variables?

e. The tendency appears in a simulation path if the expresson fis true for the
assignment of vaues to the variadles in accordance to the decisions of the agents
in that path.

f. Finally, theexpression f isvalid iff the tendency appearsin al smulation paths.

Thus, the output of the validity problem has been reduced to the target problem

The validity of a Boolean expresson f can be checked smulding the equivaent
MABS problem Therefore, the target problem iscoNP-conplete.

6 Conclusion

This paper has verified that the complexity of a constraint modd based exploration of
smulation trgjectories for proving (the envelope of) tendencies in the dynamics of a
M ABSmodd is coNP-complete.

Proving the envelope of tendencies in smulatiion outputs is an dternative to
traditiond methods used for examining smulation outputs such as scenario andysis
and Monte Calo techniques. The former dlows daborating more generd conclusions
thanthelatter.

As explained better in [10], condraint exploraion of sSmulation trgectories brings
closer the smulation and the logic programming communities. This paper contributes
in making clearer a propety of a condraint exploration of simulaion trgectories,
namely its complexity, an area of high interest to these two communities.
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