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Abstract

Imitation and communication behaviours are important means of interaction between
humans and robots. In experiments on robot teaching by demonstration, imitation and
communication behaviours can be used by the demonstrator to drive the robot's attention
to the demonstrated task. In a children game, they play an important role to engage the
interaction between the child and the robot and to stimulate the child's interest. In this work,
we study how imitation skills can be used for teaching a robot a symbolic communication
system to describe its actions and perceptions.

We report on experiments in which we study human-robot interactions using a doll robot.
Robota is a robot, whose shape is similar to that of a doll, and which has the capacity to
learn, imitate and communicate. Through simple phototaxis behaviour, the robot can imitate
(mirror) the arms and head's movements of a demonstrator. The robot is controlled by a
Dynamical Recurrent Associative memory Architecture (DRAMA), which allows learning
of time series. We carry out experiments, where the robot is taught to perform di�erent
sequences of actions and to label these action sequences with di�erent 'names'. In further
experiments, the robot is taught combination of words, which form grammatically correct
sentences, to describe its actions and perceptions of touch on di�erent parts of its body.
Finally, we carry out tests with 5-years old children, who teach the robot words to label
di�erent parts of its body and simple action sequences.

Results demonstrated the validity of the imitative strategy for teaching a robot complex
sequences and combinations of sensor and actuator inputs. In particular, tests with children
suggest that the imitative and communicative behaviours of Robota makes it an interesting
toy for children. Moreover, if Robota was provided with more complex actuator capabilities,
it would also make an interesting robotic platform for research on human-robot interaction
and especially on robot learning from demonstration and by imitation.

1 Introduction

Social intelligence relates to behavioural skills which animals acquire and use through their
social interactions with conspeci�c agents. Recently, people began investigating the design of
social skills, such as imitation and communication, for a robot as a means for interacting with
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and, in particular, teaching the robot [11, 10, 12]. Learning by imitation or observation is
thought to play a key role in the development of social skills in primates and humans [15, 17].
Similarly, imitation is an interesting means for guiding the robot attention. It can be used
to teach the robot new motor skills by having it observing and then imitating the actions of
that of a demonstrator. E.g. in [11, 8], a robot learns to perform context dependent action
patterns, by following and thus replicating the movement of a second robot. In [7, 16, 13], a
robot learns to perform sequences of actions by observing and then reproducing those of a human
demonstrator. Social interactions, such as imitation, which create a coordination between the
interactive agents, are fundamental to the development of linguistic competences in children
[9, 14]. In previous and present work, we study how imitation skills can be used for teaching a
robot a symbolic communication system to describe its actions and perceptions.

Inspired by psychological and ethological studies of the development of communication skills
in children and primates, we determined a number of key features for the cognitive and behavi-
oural mechanisms of our agent [2]. We require for the agent to possess associative capabilities
for spatio-temporal association across multiple sensor-actuator modalities and behaviour skills
for coordination of actions with that of a second agent. We developed a control architecture,
DRAMA (Dynamical Recurrent Associative Memory Architecture), made of a connectionist
model, which provides the necessary cognitive mechanisms for imitative learning and commu-
nication in robots [5]. We implemented the model in a number of teacher-learner experiments
with physical and simulated mobile robots being taught either by another robot or by a human
[2, 4, 5, 6]. The experiments demonstrated the robustness of the architecture for extracting
spatio-temporal regularities in an very noisy (highly variable) data set. In a �rst set of ex-
periments, we studied transmission of a vocabulary to label actions and perception of a robot
[4, 6]. Further, we carried out simulation studies, in which we investigated transmission of the
vocabulary among a group of robotic agents [2]. In a third set of experiments, we investigated
learning of a sequence of the robot's perceptions, while wandering in a physically constrained
environment (series of corridors) [5].

In this paper, we report on a new set of experiments, using a di�erent robotic platform,
namely a doll-like robot called Robota, for studying issues related to human-robot interaction.
This new implementation of the DRAMA architecture aims 1) to verify the computational
capacity of the model at learning highly redundant combinations and sequences of inputs and
2) to test whether using a robot which has a familiar and somewhat 'cute' appearance might
prove appealing (rather than frightening) for people to interact with.

Robota is a robot, whose shape is similar to that of a doll, and which has the capacity to
learn, imitate and communicate. Using a simple phototaxis behaviour, the robot can imitate
(mirror) the arms and head's movements of a demonstrator. The robot is controlled by a
Dynamical Recurrent Associative memory Architecture (DRAMA), which allows learning of time
series. We carry out experiments, in which the robot is taught to perform di�erent sequences of
actions and to label these action sequences with di�erent 'names'. In further experiments, the
robot is taught combination of words, which form grammatically correct sentences, to describe
its actions and perceptions of touch on di�erent parts of its body. Finally, we carry out tests
with 5-years old children, who teach the robot words to label di�erent parts of its body and
simple actions sequences. Note that the aim of these tests was not to provide a psychological
study of the children's behaviour or social intelligence, but rather to give a qualitative evaluation
of the children' understanding and interest of the game we proposed.

This paper is divided as follows. We �rst describe the doll robot's hardware and controller.
The control architecture is in great detail described in previous publications, therefore we only
give a short summary in this paper. We then report on the experiments we carried out both
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with adults and children. We conclude this paper by discussing the experiments' results.

2 The doll robot

The hardware of the doll robot is made partly of plastic parts (arms, legs and head) which were
taken out of a commercial doll and of LEGO pieces, which form the central part of the body.
The robot controller is made of a micro-controller with 512k byte EPROM space and 128kS byte
Static RAM. The CPU (central Processing Unit) is a Phillips 93C100 series 68000 compatible
running at 30 Mhz. Figure 1 show pictures of the doll robot.

Figure 1: Left: The LEGO structure of the robot doll with the mini keyboard; Right: The doll
dressed up, with, on the right side, the feeding bottle, the glasses and the infra-red hand sensors.

The robot has three motors, for moving each arm and the head separately. It has also a
LEGO sound emitter, which is used to simulate the robot crying. The robot is provided with �ve
touch sensors (electrical switches), placed under the feet, inside the hands and the mouth, a tilt
sensor which measures the vertical inclination of the body (it distinguishes between horizontal
and vertical positions) and four infra-red (IR) detectors. Each infra-red detectors consists of an
emitter and a receptor part. Two of the IR receptors are placed on the robot's chest and measure
the signals of the corresponding IR emitters which the demonstrator holds, one in each hand. The
signal of each sensor is used to control each of the robot arm. That is, when the demonstrator
moves the left arm in front of the robot, the right detector on the robot is activated, which
triggers the robot right arm waving movements (going up and down with a �xed interval). The
two other IR emitters are placed on the robot's ears, while the two corresponding IR receptors
are mounted onto a pair of glasses which the demonstrator wears. Phototaxis performed on the
two IR signals is used to direct the robot's head. That is, when the demonstrator looks e.g. to
the left, the left detector on the glasses receives full activation while the right one receives none,
which triggers the robot's head movement to the left (and vice-versa for the right). As a result,
the robot appears to mirror the demonstrator arms and head movements. Figure 2 shows a
schematic representation of the sensor disposition on Robota's body.

The robot is provided with a simple communication system, which consists of a keyboard and
a loudspeaker (pocket recorder). We use, in fact, two keyboards containing 8 keys, a mini one, as
shown on �gure 1 left, with a set of eight light bulbs on top of it and a big one as shown on �gure
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Figure 2: Schematic representation of the sensors disposition on Robota's body.

1 right. Big and small keyboards have the same functionality, the big one was used with the
children, as it is easier to manipulate. The pocket recorder is used by the demonstrator to record
sounds, spoken words or sentences (a sound slot last for 2 seconds), which correspond to the
conceptual meaning the demonstrator attaches to each key of the keyboard. The demonstrator
communicates with the robot by pressing the keys on the keyboard, each key representing a
di�erent word; the robot answers to the demonstrator by reading back the sound slots of the
corresponding words of the keyboard.

3 The robot's controller

The robot's controller consists of a Dynamical Recurrent Associative Memory (DRAMA), a
complete description of which can be found in [5]. We mention here only the characteristics
which are of interest for the reader's understanding of the experiments. DRAMA is a fully
connected network with self-recurrent connections on each unit. Each connection is associated
with two parameters, a time parameter, which records the time delay between activation of each
unit linked by the connection, and a con�dence factor which records the frequency of activation
of the connection. Connection parameters are updated following Hebbian rules. Inputs to the
network consist of the robot's sensor and actuator information, which is encoded in binary (0/1)
bit-strings. In the experiments, the network is updated continuously whenever a variation (one-
bit activation or deactivation) in a sensor or actuator input is measured. Retrieval of the network
output units' activity proceeds from a Winner-take-all mechanism. A unit is activated by other
active units, with which it has a non-zero connection, (i) if the time delay since the other unit's
activation is equal to the memorised temporal correlation (time parameter), (ii) if the con�dence
factor of the connection is su�ciently important (over a �xed threshold) and (iii) if the two �rst
conditions are satis�ed by all active units, with which the unit has a non-zero connection. In
the experiments, retrieval of the network outputs is used to determine the robot's behaviour
at each time step, that is activation of the robot's motors for moving arms and head and the
robot's speaking (activation of the lights on the mini-keyboard and reading of the recorder).

As an associative memory, the network has a maximal capacity of order 2 of its size (number
of units). Using the full capacity of the network, retrieval performance is perfect up to a
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proportion of 30% of noisy data. The model allows learning of time series. In particular, it
allows learning of overlapping sequences, that is sequences composed of one or more common
patterns. This combinatorial property of the network is used in the experiment to teach the
robot di�erent sequences of actions, which contain the same four basic actions, and di�erent word
combinations, formed with the same basic eight words, to describe its actions with grammatically
correct sentences. The robot's imitative behaviour, which results from phototaxis on the infra-
red sensor measurements, was implemented by prede�ning the network's connections between
infra-red sensors and corresponding actuators. The random movements of the robot's head and
arms in response to the child's touch and the crying behaviour, in the experiments with children
(see section 5), were de�ned as separate processes.

4 Experiments on learning dance patterns and word combina-

tions

The potential of the robot's learning controller (DRAMA architecture) at learning complex times
series of sensor and actuator patterns was evaluated through two experiments, which we report
in the following. Each test was performed by 5 di�erent persons.

In the �rst experiment, the robot was taught four to eight `dance' patterns, that is di�erent
sequences of head and arms movements. In �gure 3, we show an example of teaching of eight
dance patterns. In order to teach the robot, the demonstrator �rst performs herself the dance,
moving sequentially her arms and head, which the robot immediately imitates in response to
the infra-red emission of the sensors attached to the glasses of the demonstrator and the sensors
which the demonstrator holds in her hands (see explanation in section 2). At the end of the
dance, the demonstrator presses a key on the keyboard. The robot associates the pressing of
the key (which activates the corresponding sensors unit) with the complete sequence of actions
which it has memorised, that is, it updates the parameters of the connections linking the sensor
unit corresponding to the key to the actuator units which have been activated by the di�erent
actions of the dance (recall that each unit keeps a memory of its activation for a �xed delay, see
explanation in section 3). For each key, the demonstrator teaches a di�erent dance pattern. The
demonstrator veri�es if the robot has correctly learned the dance patterns, by pressing again the
key. This activates retrieval of the learned actions sequence by reading backwards the DRAMA
connections from the keyboard switches inputs to the robot's actuator outputs. Note that
because the time delay between each action is recorded in the network's time parameters, each
action of the sequence is retrieved after the same time delay as observed during the demonstration
(see the two criteria for the retrieval of unit activity described in section 3). Each dance pattern
was learned after 1 to 3 trials, depending on the precision of the demonstrator's movements.
The eight sequences were taught in about 10 minutes.

Learning is statistical, that is, correct association between the key and the corresponding
action is learned once this has been recorded (in the con�dence factor parameter, see section
3) more often than other combinations relative to a given threshold. Teaching errors, such as
pressing the wrong key or showing the wrong actions, would not fail the learning but only delay
it, as the correct sequence should be repeated a number of times until the incorrect associations
are discarded. Note that the success of the learning in this experiment depends strongly on
choosing correctly the value of the short term memory (memory of the unit activation), so that
it is long enough to allow association of the complete sequence and short enough to distinguish
between two sequences. In [3], we report on a quantitative evaluation of the in
uence of this
parameter on the success of the experiment and in [5] we propose an algorithm for on-line tuning
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Figure 3: Examples of a teaching of eight dance patterns

of this parameter together with the learning of the connections parameters.
In the second experiment, the robot is taught combinations of keys to describe its actions

and its perceptions of touch on its body parts (hands, feet and mouth). The demonstrator was
asked to choose eight words among eleven, which were I, You, move, turn, touch, arm, foot,
head, left, right, up/down and to stick each word on top of each key on the keyboard. The
demonstrator was then asked to teach the robot to describe its actions (moving arms and head)
and its perceptions of touch (pressing of the switches) on its feet, arms and mouth, by associating
them with a combination of keys. These combination of keys represent grammatically correct
sentences. An example of teaching was I move right arm, I turn head left, You touch mouth,
You touch left/right foot. In order to teach the robot, the demonstrator �rst presses the relevant
switch or activates the robot's arm or head by moving the corresponding sensors, and then
presses the corresponding keys on the keyboard, one after the other one, such as to preserve the
grammatical order. The demonstrator checks if the robot has correctly learned by pressing the
switch again or activating the robot's arm or head. This results in retrieving the keys sequence
(which it shown by activating sequentially the light bulbs placed above each of the keys on the
mini-keyboard, see picture 1), by reading backwards the DRAMA connections from the sensor-
actuator inputs to the keyboard switches inputs. Note that as for the actions sequences of the
�rst experiment, the order of the keys sequence is conserved and so the grammatical order of
the sentence it represents.

Learning in this experiment results from the same principle as in the previous experiment
on teaching dance patterns. The di�erence lies on the direction of association. In the dance
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experiment, we associated activation of key units to sequential activation of actuator units, while,
in the second experiment, we associated activation of actuator or switch units to sequential
activation of key units. Because actuator, keyboard and body switches information is processed
similarly in the associative memory (training and retrieval processes is the same for all units,
independently on the original type of the information they represent), correct learning and
retrieving of the taught sequence, in the second experiment, results from the same mechanism
as described for the �rst experiment.

An interesting result of this experiment was that, although the robot has been taught only
complete sentences, it has learned implicitly the conceptual meaning of each of the words of the
sentence. For instance, after having taught the two sentences you touch left arm and I move
right arm for pressing the switch on the robot's left arm and activating the robot's movement of
the right arm, both pressing the robot's left arm and moving its right arm results in the robot
lighting up only the key corresponding to the word arm. This results from the Winner-take-all
retrieval mechanism, which requires that all activated units agree in their vote for another unit
activation. That is, a unit is activated only if all activated units satisfy the two criteria for
activation retrieval of this particular unit (see section 3). In the previous example, the arm
unit is the only unit for which both the switch and actuator units agree. Similarly the concepts
of left or right can be retrieved if one moves the robot's left arm together with touching the
switch on the left foot, after having taught the two sentences I move left arm, you touch left
foot. From the eight words combinations which the demonstrators were given, they were able to
retrieve the concepts for I move associated with activation of the actuators, you touch pressing
of a switch, arm, foot, left and right. In addition, the robot had learned implicitly the sequential
order of words occurrence, as those coming after a short or long time delay. From teaching I
move left arm and I move head right, the robot inferred I move right arm; that is, it retrieved the
correct word combination, in the correct order, although it had not been taught this sequence
previously. However, the words right and arm where retrieved almost simultaneously, as they
both appeared at the end of the sentences on the example. Note that the architecture is not
limited to learning only eight dance patterns or combinations of eight words. Only the hardware,
that is the keyboard, was limited to contain only eight keys. There is no a priori limitation on
the number of words or patterns it could learn; this depends on the number of inputs to the
network, which �xes the maximal capacity of the network (see [5]).

5 Tests with children

In the following section, we give a narrative account of the tests we carried out with children.
It is by no means meant to be a psychological analysis of the children behaviour, but rather it
aims to give a qualitative assessment of the children appreciation of the game. Through these
tests, we wished to evaluate the potential of a robotic doll as a toy for children and in particular
to evaluate the children' understanding and interest in the particular game we proposed.

The robot doll was tested with nine children of �ve years old (six boys and three girls1). The
scenario of the game the children were asked to play consisted of the following:

1. The child is presented the doll as a young baby, that does not know how to speak yet.
The task of the child is then to teach the doll to speak. The child is shown the keyboard;
the meaning of each key is described by an icon on top of it. A word is prerecorded in the
pocket recorder for each key: (from left to right) 'food', 'rocking', 'hello' (right arm up),

1This unequal proportion of boys to girls was involuntary.
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'Yeah' (two arms up), 'No' (side movements of the head), 'hand', 'left foot', 'right foot'.
The child is explained that (s)he has to teach the doll the words on the keyboard.

2. The child is shown how (s)he can direct the movements of the doll's arms and head by
moving his/her own arms and head, while holding the two infra-red emitters in each hand
and wearing the glasses (the children liked very much wearing glasses!).

3. After �ve minutes of playing, the doll begins to cry (emitting a sharp continuous sound).
The child is told that the sound meant that the doll is crying and that it cries because it
wants something. \Has the child any idea what the baby-doll could want?" (All children
responded immediately that 'it wants to eat'). The child is then shown the baby feeding
bottle and asked to feed the doll (which they did with great pleasure). After some seconds
of feeding, the baby stops crying and the child is congratulated to have found out what
the baby-doll wanted.

4. The child is then asked to teach the doll how to say that it wants to eat. The child is
shown how to teach the doll using the keys on the keyboard (�rst feed, then press the �rst
key on the left). The child is asked to feed the doll again, which prompts the doll to say
'food' (retrieving of the correct association between the mouth switch and the key, which
activates reading the corresponding word on the recorder). The child is then congratulated
because (s)he has managed to teach the doll.

5. The child is then asked to try to teach the doll another word of the keyboard. (Children
spontaneously tried to teach the words for hand or left/right foot.) The child is asked to
teach the doll to say 'hello'. For this, (s)he must �rst wave the right arm, which prompts
the doll to wave its left arm, and then press the corresponding key on the keyboard. The
child is then shown that if he/she presses the key 'hello' again, the doll waves its arm and
then say the word 'hello', showing that it has well learned the correspondence between
the key, waving the left arm and saying hello. The child teaches the robot further to wave
both arms and say 'yeah' and to shake the head and say 'no'. (The experience had to be
repeated two or three times before the child would understand that the robot was actually
learning the relationship between actions and saying the words).

6. The doll begins to cry again and says 'food'. The child feeds the doll and the doll stops
crying.

7. The child carry on teaching other words on the keyboard.

8. The doll begins to cry again. (All children immediately said that the doll wanted to eat
and then tried to feed it. However, the doll did not stop crying.) The child is then told
that the doll probably wants to be rocked. The child is shown how to gently rock the
doll. After a couple of rocking movements, the doll stops crying. The child is then asked
to teach the doll to say the word 'rocking', by �rst rocking the doll and then pressing the
corresponding key.

9. The doll begins to cry again and says 'food'. The child feeds the doll and the doll stops
crying. End of the game.

At the end of the game, all children were asked the following questions: Did you like the
game? To which they all, apart from one, answered a de�nitive 'yes'. The child, who did not
like it, explained to his father that he did not like it because he had di�culty to understand the
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words the doll was saying and to press the switches on the doll's body (critics related to the
hardware rather than the game itself), he however very much liked feeding the doll and having
it moving when pressing the keys, as it reminded him his 'Tamagoshi' (Japanese children game;
the child was Japanese). Do you have a doll at home? Only three of them did not have one.
Is this doll di�erent from another doll? They all said no (probably thinking of the shape of the
doll, see answer to next question). Do you like this doll? They all said 'yes'. Is this doll better
than other dolls? All minus the one who did not like the game said 'yes'. Why? Answers were
'Because it can do things', 'Because it moves/speaks'.

Figure 4: Kyo Takiguchi 'feeding' Robota

The children took a real pleasure in the fact that the doll was responding to their touching
her. Little behaviours as small random movements of the head and arms has been implemented
as a reaction to the child touching the switches on the doll's hands, feet and mouth. The robot
would then appear to sometimes wave the head from left to right when the child tried to feed
it, as if it did not wanted to be fed. The children liked also the fact of being able to command
the robot's arms and head movements, although they took less pleasure in this than in touching
the robot. One reason is probably that they do not control well enough their own movements
yet and had thus problems to direct correctly the robot's movements. For the robot to respond
correctly to head and arms' movements, you had to make very precise movements (lift the arms
straight and in a narrow region around the middle of the robot's body, and small slow side
movements of the head). The children had problems to achieve such precision. It was not clear
whether all children had really understood the learning process behind the robot's speaking,
that is the relationship between their touching the robot, pressing the keys and the robot's
consequent speaking, especially as some children would press the wrong key, which would result
in the robot speaking a di�erent word than the expected one. These observations suggest that
the game reached the limits of competence of so young children, as it required from them to
concentrate for a long period of time on a repetitive task. However, we should mention that
most of the children were keen on continuing playing with the doll after they had been told
that the game was �nished (each game lasted for about 20 minutes; this limit was chosen in
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order not to exceed the concentration capacity of young children). None of the children had had
time to teach the entire vocabulary during the game, nor to understand fully all the di�erent
capabilities of the robot (especially to understand all the correlations between their acting on
the robot and the robot's movements and speaking). The complexity of the robot seemed to
intrigue them rather than to intimidate them.

If time allows, further tests will be done with older children and again with young children
but in using a simpli�ed program (no keyboard, teaching only dance patterns). An interesting
test would be to have the robot staying in the nursery for several hours or days and observe the
progression of understanding and interest of the children over this particular game.

6 Discussion

Experiments carried out with adults showed that the system was able to learn complicated ac-
tions sequences and to distinguish between them by labelling them di�erently. Important was
that the sequences could be made of the same set of actions, ordered di�erently, or of a subset
of these actions, ordered similarly or di�erently than they are in the longer sequences. This
combinatorial property of the system was exploited further to teach the robot to associate com-
binations of words, which formed grammatical sentences, to describe its actions and perceptions
of touch on di�erent parts of its body, e.g. I move arm left, you touch right foot. By exclusion
property of the Winner-take-all retrieval mechanism, concepts of left, right, I move, you touch,
arm, foot could be extracted from teaching full sentences only. Moreover, the robot would also
learn the sequential ordering of words appearance and would reproduce the sentence with the
same ordering.

This second experiment demonstrated that the learning architecture could allow learning of a
basic `language' or `proto-language', which shares some properties with natural language: 1) each
word (key in our experiment) can carry a speci�c meaning; 2) words can be combined and the
combination can be given a di�erent meaning while not losing the meaning of each word taken
separately; 3) di�erent combinations of the same words can be given di�erent meanings, the
meaning of each combination being determined by the order of appearance of each word in the
combination; 4) conceptual meanings of each word can be learned implicitly by only presenting
them as part of complete sentences, which can then be used to infer new word combinations; 5)
precedence between words appearance in the combination is learned and can be used to infer
the correct order when constructing a new word combination.

Experiments done with children of 5 years old showed the potential of the system as a game
for children. The children enjoyed playing with the robot because they could interact with it in
di�erent ways. The robot would answer to the children touching speci�c parts of its body, by
making small movements or little noise. It would mimic the child's head and arms' movements.
It would speak words which are part of the child's every-day vocabulary (e.g. food, hello, no).
Imitation is a game that young children like to play with each other and their parents, thus it
was easy for them to understand that they could interact with the robot in this way.

Communication and imitation were the principal means of interaction between the child and
the robot. They were easy to understand for the child as they are social interactions, which he
has already mastered. More generally, communication and imitation would also be important
means of interaction between humans and robots. In the introduction, we mentioned how verbal
communication and imitation could be used by the demonstrator to drive the robot's attention
to the task she is demonstrating. The experiments we reported here showed how, while imitating
the movements of a human demonstrator, a robot could be taught to perform and then label
sequences of movements. In our system, learning, communication and imitation behaviours
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result from the same process, namely training and retrieving of the DRAMA architecture. This
results in a computationally fast and cheap system, which allowed its implementation in a
computationally limited hardware system. From a robotic point of view, these are important
characteristics which makes the system particularly relevant for further implementation for real
time control and learning in more complex robotic platforms (that is robots with �ner sensor
capabilities and more complex actuators, which require more complex computation and are thus
very sensitive to the speed of computation).

7 Conclusion

This paper reported on experiments, in which a mobile robot is taught by a human instructor
to perform sequences of actions. Teaching is based on an imitation game, in which the robot
mirrors the arms' and head's movements of the teacher. The instructor teaches the robot to
distinguish between each action sequences by assigning them a di�erent label. The learning
capacity of the robot are provided by a connectionist model, DRAMA, which allows learning of
time series. The capacity of the model to learning sequences and combinations of inputs was
tested further in an experiment in which the robot was taught grammatically correct sentences
to describe its actions and perceptions. For theses experiment, we built and used a robot whose
shape and features look similar to that of a familiar doll. We tested the reaction of children to
the robot by having them playing a simpli�ed teaching game.

Results demonstrated the validity of the set-up, namely the learning architecture and the
imitative strategy, to teaching a robot complex sequences and combinations of sensor and ac-
tuator inputs. In particular, tests with children suggest that the imitative and communicative
behaviours of Robota makes it an interesting toy for children. Moreover, if Robota was provided
with more complex actuator capabilities, it would also make an interesting robotic platform for
research on human-robot interaction and especially on robot learning from demonstration and
by imitation.
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